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Abstract—We use a sample of tenth-graders to test for peer-group infifects, is important because they imply different responses to

ences on the propensity to engage in five activities: drug use, alcc:%”(:y interventiont Whereas endogenous effects give rise

drinking, cigarette smoking, church going, and the likelihood of droppi . . . DL
out of high school. We find strong evidence of peer-group effects at tHe bidirectional influences (and hence the possibility of

school level for all activities. Tests for bias due to endogenous schasthcial multipliers), contextual influences do not imply am-

choice yield mixed results. We find evidence of endogeneity bias for twq;«:
of the five activities analyzed (drug use and alcohol drinking). On t\{@med responses to exogenous shocks.

whole, these results confirm the findings of previous research concerningMlanski (1995) also raises a third possibility. Spurious

interaction effects at the neighborhood level. estimates of peer-group effects may be erroneously inter-
preted as true endogenous or contextual effects. Spurious
I. Introduction effects arise when youths in the same reference group

ANY ial scientist that ial int i behave similarly because they share a common set of
social scientisis argue that social interac Iongnobserved characteristics. This may occur if families en-

pla_ly antlmportan;r/\;FIJIe n dl%tggml?ggg(abepaworal anl ogenously sort across neighborhoods and school districts.
economic_outcomes. Wilson ( ’ ), for examp ore precisely, if families sort themselves across school

argues that youths are collectively socialized through th%”stricts according to their willingness and ability to pay for

contact with adults. Coleman (1990), Crane (1991), Beckﬁétter peer influences, and if such parental “conscientious-

(1996), and Durlauf (1997) posit contagious effects 'Ress” is unobserved, the estimates of peer influences will be

which the probability that a youth behaves in a cerafiased upward. Although a few studies explicitly account

manner depends positively on the prevalence of such Qe-., . : . .
havior among the youth's peers. And Anderson (199 r this source of bias (Aaronson, 1998; Rosenbaum, 1993;

describes the allure of a “street culture” that values drug uﬁgtans, Oats, & Schwab, 1992), the majority of studies do
and fosters delinquency. :

Th t neiahborhood and fects is f In this paper, we evaluate the importance of school-based
€ presence of heighbornood and peer enects IS 1igsq . jhfyences in determining youth behavior. We use a
guently offered as justification for policies that seek t

) . . .. sample of tenth-graders drawn from the National Education
integrate neighborhoods and public schools. The empirige ngitudinal Survey (NELS) to test for peer-group influ-
literature, however, is far from conclusive concerning th

. o &nces in five different activities: drug use, alcohol drinking,
magnitude of these effects, as well as the relative 'mp:rgarette smoking, church going, and dropping out of

'Itaance OtLtheT\\/A?.I’IOnl]JStLOI’(TSI ofisolczlial mtera}ﬁtlonrstiexlpeirle?c hool. Our empirical strategy is designed to address the
y _yo.u s. W0 methodological ISSUes, In particuiar, stang,, methodological concerns discussed above: distinguish-
out: first, it is difficult to distinguish among the various

ossible forms of social interactions; second, endo ene”& endogenous from contextual effects and distinguishing
P ’ ’ 9 [‘ al peer influences from spurious effects.

problems are ubiquitous In this realm and may lead © Our focus on schools rather then neighborhoods as the

overestimation of peer influences. ; S o ;
. . o .. relevant sphere of interaction is intended to limit the impor-
Manski (1995) identifies two broad forms of social Interfance of contextual effects. We argue that students are less

actions: in the first, youth behavior is influenced by thgx osed to the family background of their school peers than

exogenous characteristics of the youth’s reference groupyl . -
o 1 are exposed to the family background of peers residin
the second, youth behavior is influenced by the prevalenlﬁe,gr/]e samg neighborhood. )I/3asedgon this c%ntention wg

of_tha_t b_ehgwor in the group. An _examp'e may help Clarn}(rgue that observable social interaction effects at the school
this distinction. According to the first hypothesis, a youth Rvel are more likely to be driven by bidirectional peer

propensity to drop out of .SC_hOOl will be, affected by th‘?mfluences (rather than contextual effects) than are social
mean parental education within the youth's reference groy {eraction effects estimated at the neighborhood level.

according to the second, a youth's propensity to drop o To address the issue of identification, we use information

will be affected by the proportion of the youth's peers Wh8(r]: household mobility to conduct a test for endogenous peer

drop out. Distinguishing between these two effects, label ! ;
by Manski (1995) as “contextual” and “endogenous” e groups, an idea prevu_)usly suggested by Glaeser (199_6). We
argue that endogeneity bias of peer-group effect estimates

_ o . should be less severe for long-term residents, because their
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residential and school decisions were made taking intoSeveral explanations of social interactions that do not
account past, rather than present, school quality and pedirectly appeal to preferences have also been proposed.
group composition. Indeed, to the extent that schodBne canimagine, for example, a situation in which drug use
change with time and that endogenous sorting acrdssarshly punished and the probability of detection declines
schools is pervasive, peer-effect estimates should be higaemore people use drugs. Under these circumstances, drug
for recent movers than for long-term residents. Estimatingge by one’s peers will surely reduce one’s chances of
separate equations for long-term residents and recent mgetting caught, thus raising one’s propensity to use drugs.
ers and testing for differential effects provides then a simp(8ee Sah (1991) for a model along these lines.) Alterna-
test of endogeneity of school choices. tively, one can imagine a situation in which drug use is not
We find strong evidence of social interaction effects farmly prevalent but is also perceived as a matter of status.
all activities analyzed. These effects remain after controllingnder these circumstances, deviators (those who dare to say
for several personal and school characteristics, family bacie) are likely to be punished through ostracism or merciless
ground variables, and several measures of parental involbedlying. This will in turn create strong incentives to con-
ment in the youth’s daily life. On the other hand, we do fintbrm and so will raise the propensity to use drugs. (See
arelatively larger peer-group effects for youth from “recenfkerlof (1997) and Bernheim (1994) for formalizations of
mover” families for two of the five activities analyzed (drughis idea.)
use and alcohol drinking), although the difference is statis-Informational externalities can also give rise to social
tically significant only for drug use. This provides mixednteractions. For example, if there is uncertainty about the
evidence concerning the extent to which endogenous sortligdative payoffs of staying in school viswis dropping out,
across schools inflates the estimates of peer influences.one may use the previous decisions of one’s peers to make
We also implement a simple nonparametric test of socififerences. Under some circumstances, it will be optimal to
interactions in the spirit of Glaeser et al. (1996). The resuli@llow the herd, that is, to drop out if everybody is dropping
of this test strongly suggest the presence of social inter&it (Bikhchandani, Hirshleifer, & Welch, 1992). If this is
tions. We find, in particular, that, for all variables analyzedhe case, peer-group effects will arise even though confor-
the variance of school averages is much higher than wouldty itself does not necessarily entail a reward, pecuniary or
be expected in the absence of social interactions. The sapteerwise.
result is obtained after extensively controlling for school The empirical research on the effects of social interac-
heterogeneity. On the whole, this alternative approach refffns on socioeconomic outcomes can be roughly divided

forces the findings of substantial school-based peer effed®$0 two groups. The first group is preoccupied mainly with
contextual effects, reflecting the long-standing interests of

sociologists in background. The second group is preoccu-

Il.  Past Research and Empirical Methodology pied mainly with endogenous effects, reflecting the renewed
interests of economists in externalities.
A. Past Research There are several empirical studies of contextual interac-

tions. Mayer (1991) and Evans et al. (1992) estimate the

Although the sociological literature has placed great ergffect of the average socioeconomic status of a school’'s
phasis on the importance of social interactions, economistaident body on dropping out, teen pregnancy, and a few
have traditionally downplayed interactions not mediatesther social outcomes. And O’Regan and Quigley (1996)
through markets. Recently, however, several attempts hayady the relationship between neighborhood poverty rates
been made to formalize the role of social interactions #nd youth employment and “idleness” rates. (See also
human behavior and in the formation of preferences. Beck®fooks-Gunn, Duncan, Kelabanov, and Sealand (1993),
(1996), for example, proposes a “social capital” compone@brcoran, Gordon, Laren, and Solon (1992), and Crane
to the utility function that depends on both one’s choicg3991).)
and the choices of one’s peérsn Becker's theory, “an  There are also several studies of endogenous interactions.
increase in a person’s social capital increases his demanddase and Katz (1991) use data on inner-city Boston youth to
goods and activities that are complements to the capital aggtimate the effects of neighborhood prevalence of crime,
reduces the demand for those that are substitute” (p. Bug and alcohol use, childbearing out of wedlock, and
Accordingly, “a teenager may begin to smoke, join a ganghurch attendance on the probability that an individual
and neglect his studies mainly because his friends smoke,

are gang members, and do not pay attention to school” (p.wilson (1996) draws a similar distinction between social interactions
13). driven by preferences or values and those driven by rational responses.
According to Wilson, “accidental or nonconscious” behavioral transmis-
sion occurs when a youth’s exposure to certain behavioral traits are “so
2Coleman (1990) defines social capital as “resources that inherefiequent that they become part of his or her own outlook” whereas
family relations and in community social organizations and that are usefsltuationally adaptive” behavioral transmission occurs when the actions
for the cognitive or social development of a child or young person” (of peers in a youth’s reference group provide rational models concerning
300). how to respond to neighborhood-specific situations.
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youth engages in such activities. Borjas (1995) investigatesOur empirical specification follows closely that of Case
the relationship between “ethnic capital,” defined as thrend Katz (1991). We model individual behavior with the
mean skill level within one’s ethnic group of the generatiosimple linear equation

of one’s parents, and educational attainment. Kremer (1997)

estimates the effects of parents’ and neighbors’ educationaly = ¢ + XB + aY; + €, (1)
attainment on the educational attainment of neighborhood
youth. whereY is a binary outcomeX is a vector of personal and

family characteristicsYs is the average incidence of in
schools, ande is a random component independent across
B. Empirical Methodology individuals. Note that the average background characteris-
tics of students at schos| X, do not directly affecty in
is specification. (Of course, they indirectly effect behavior
rough peer interactions.)

Our empirical strategy aims to establish whether
individual propensity to engage in certain deviant or soci

behavior is affected by the prevalence of that behaworWe replaceY, (the average incidence of in the entire

among the individual’s _school peers. We choose SChOOIS_r%?erence group) by its sample analog (the average inci-
the relevant sphere of interaction for several reasons. Fitgt, o oy in the available sample of students in schspl

schools provide a setting within which youth are forced tg1ther, we expand the model to include some relevant
interact with a fixed, well defined (in terms of school, gradgchoo| characteristic to avoid spurious estimates of peer-

and track) set of peers. Unlike statistical proxies for neig roup effects stemming from omitted school variables. Ac-
borhoods such as census tracts (O’Regan & Quigley, 1998} dingly, we estimate the model

or city blocks (Case & Katz, 1991), the geographic and
social boundaries of interaction are here precise and unamy,_ = ¢ + X, + W + aY_is + €, (2)
biguous.

Second, because students interact primarily during scho@ereY; is the probability that studert in schools, will
hours, estimated social interaction effects are more likely g involved inY; X is a vector of personal and family
reflect the influence of the behavior of peers rather than tbiRaracteristicsyVs is a vector of school characteristids: s
influence of peer background factors (for example, neigh:-the proportion of students in schaoéngaged in activity
borhood traits or parental behavior). To be more concrete ifafter excluding individual; ande;s is a random distur
the parents of one’s school peers use drugs, this may affeahce.
one’s propensity to use drugs mainly through the increasedlhere are several potential sources of endogeneity bias in
probability that one’s peers use drugs. In contrast, if thee estimation of equation (2). First, although equation (2)
parents of one’s neighborhood peers are drug users, this hsipothesizes that average behavior affects individual be-
affect one’s propensity to use drugs through direct obsenf@vior, individual behavior also affects the average of the
tion of peer parental behavior or through the greater ava@roup. As a result, individual error terms will be correlated
ability of drugs in the neighborhood. If this line of reasonind/ith Y_is, and OLS estimates will be biased. Second, if
is correct, empirical estimates of social interaction effectglevant school variables are omitted, the error terms of all
using schools as the reference group should more lik¢fguths in the same school will be correlated, and OLS
reflect the influence of peer behavior (or Manski's endoggStimates of peer-group effects would be biased. Finally, if
nous effects) than peer background factors (Manski's cd@milies sort across schools according to their willingness to
textual effects). invest in their chlldrgn’s futu.re and_ this willingness is

Finally, evidence from survey data indicates that tHghoPserved, OLS estimates will be biased upward.
overwhelming majority of youths draw their main peers Our correction for the first source of bias is straightfor-

from schools. Calculations from the parent component rd. _Under the assumption tha}t contex’gual eﬁeCtS are
the NELS reveal that 65% of the tenth-graders attengagn-existent, there should be no direct relationship between

school with their best friend and 94% attended school Wimdlw_du_al I's c_)utgo_mes ,and the average background char-
acteristics of individual’s peers K_is). Under these con

at least one of their three closest friends. Calculations fron&ions,f(_is provides a natural set of instruments for aver
the student component of the survey reveal that 83% of t e peer behaviorY( ). Arguably, the same set of
1S/ * ]

respondents stated that mGEting friengis IS th_e main reaguments can be used to correct for the possible omission
why they go to SChOOIZ Theoretically, fnendsh|ps_ are I|kele relevant school characteristics—at least insofar as omit-
to result from a fumbling search process in which hetergsy schqol variables are not systematically correlated with

geneous people look for “right matches” among their agse ayerage socioeconomic conditions of the school’s stu-
quaintances. If schools offer a larger pool of potentigjant bodyt

friends for a tenth-grader than do neighborhoods, students
willestablish, on av_eragg more durable friendships with, That would be the case, for example, if the omitted variable is the
schoolmates than with neighbors. presence of counseling services in the school and such variable is uncor-
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A|th0ugh this test addresses the Simu|taneity pr0b|em, TeBLE 1.—VARIABLE DEFINITIONS AND DESCRIPTIVE STATISTICS NELS FRST
does not address the issue of endogenous sorting of house FoLrow-Up, 1990

holds across schools. We use differences in household _ - Sample

. . i . Variable Definition Size Mean
residential mobility to gauge the extent to which peer-group
effect estimates are distorted by endogenous school choicedug use O;tluggmndgetgfﬁoig?r?f; if 11,222 0.144
Specifically, we argue that, if endogenous sorting is wide- smoked marijuana during

spread, estimates of peer-group effects for families that the last year.

recently moved into a new neighborhood should be largerticohol drinking  0-1 dummy that equals 1if 11,230  0.411
student drank alcohol

Hence, household mobility should provide an indirect way during the last month.
to evaluate the magnitude of this type of bias. Cigarrete smoking  0-1 dummy that equals 1 if 12,418  0.175
A final methodological point that we must address concerns student currently smokes
“ » . more than one cigarrete
the fact that the “grouped” nature of our explanatory variable daily.

may bias the estimates of the parameter standard errors. Mowhurch attendance ~ 0-1 dummy that equals 1 if12,422  0.615
ton (1990) has shown that, when the true specification of the Iset:gfgtnggzsrfoﬁ:‘h”r‘;h at

residual variance-covariance matrix follows a grouped strucpropping out 0-1 dummy that equals 1 if 13,290  0.119
ture, estimates of the standard errors from simple OLS will be student dropped out

biased downwards. Consequently, we estimate all models be- ‘gg:jee_'” 11t or 12th

low using a Huber-White robust estimator in which the resid

ual covariance matrix is clustered by school.

Table 1 presents definitions and summary statistics for the
five dependent variables. For these computations, all obser-
ll. Data Description vations were weighted using the provided sample weights.
_ . o _As shown, alcohol consumption is the most prevalent of the
The National Education Longitudinal Study (NELS) igour delinquent behaviors. Church attendance is also quite
sponsored by the National Center of Education Statistigfevalent yet far from universal.
and carried out by the Bureau of the Census. The surveyrigure 1 presents the distributions of prevalence rates
began in 1988 with a sample of roughly 1,000 schools aa@ross schools for all five activities presented in table 1. The
26,000 eighth-graders. The survey employs a two-staggtributions for alcohol use and church attendance are
sampling frame, first choosing a sample of schools and thgsughly centered around the sample average and are single-
sampling student within schools. Schools with large minogeaked. For the remaining three behavioral outcomes (drug
ity enroliments and minorities within schools were slightlyise, cigarette smoking, and dropping out), the distributions
oversampled. Follow-up surveys with some modificationsave high concentration around zero; additionally, for drug
to the questionnaire and some additions of schools amse and cigarette smoking, two peaks “bracket” the sample
students occurred in 1990, 1992, and 1994, when the origeans. For all five behavioral outcomes, there is substantial
inal cohort was in the tenth grade, the twelfth grade, andvariation across schools in prevalence rates.
the second year after high-school graduation, respectivelyln a recent review article, Haveman and Wolfe (1995)
The survey collects information from students, parentsuggest that any studies dealing with juvenile behavior
teachers, and school principals, and hence contains a myisaduld consider three different sets of variables: behavioral
of information about personal and family characteristics and attitudinal attributes of parents (such as drug and
well as detailed descriptions of the schools. alcohol abuse and religious commitment), behavior and
We use the first follow-up of tenth-graders to study thattainments of siblings, and characteristics and qualities of
determinants of the following self-reported behaviors: druje schools. We use this list as a starting point in choosing
use, alcohol drinking, cigarette smoking, church attendanegyr model specification. Table 2 presents the means and
and dropping out. The sample is restricted to students idlefinitions of the control variables used in the paper. These
schools for which the NELS collected at least five observeariables fall into three broad categories: personal variables,
tions. We impose this restriction to ensure a minimum numbéariables describing family background and parental in-
of observations from which to compute average outcomes afivement in the youth’s life, and variables describing the
average socioeconomic characteristics. The mean sample ggigeral characteristics of the youth's school.
per school is 13.3 students with a maximum of 43, a minimum Because all youths in the sample are of similar age, we

of 5, and a standard deviation of 5.3. The final sample include@ntrol only for their race and sex. Concerning family
12,300 students and 928 schools. background characteristics, we include the following con-

trols: whether the youth resides in a single-parent house-
related with the average socioeconomic characteristics of the schotigld, parental educational attainment, whether either of the

body. outh’s parents have used drugs any time during the last two
5For twelfth-graders, school codes were not released, and so ityis P 9 y 9

impossible to match students with their classmates. For eighth-gradersY&@rS, and a composite socioeconomic status variable based
questions were asked on the five variables we study in the paper. ~ on parental education, occupation, and family income. Fur-
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FIGURE 1.—DISTRIBUTIONS OF PREVALENCE RATES ACROSS SCHOOLS
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ther, we control for several measures of parental involvpeer-group effect estimates are listed across the top of the
ment and control, including variables indicating how oftetable. Before discussing the social-interaction effects, a
parents help their children with their homework, attendrief discussion of the performance of the control variables
school meetings, and whether parents attempt to find dsinecessary.
how their children spend their money and where they go atConcerning the two personal background controls, fe-
night. Finally, we control for whether the youth has a siblinghale students are less likely to self-report drinking alcohol
that dropped out of school in the past. and more likely to self-report smoking cigarettes and at-
The final set of controls listed in table 2 also includegnding church. Black youths, on the other hand, are less
proxies for the disciplinary systems of each high schoaikely to self-report using drugs, drinking alcohol, and
Specifically, we construct a set of dummy variables indicadmoking cigarettes. The lower abuse rates for blacks are
ing whether suspension for first offenses and expulsion fegnsistent with the findings of Case and Katz (1991).
second offenses are administered for drug use, alcohoparental-involvement variables are substantial and signif-
drinking, and cigarette smoking. Finally, we include twqcant and have the expected signs in all equations. Parental
dummy variables indicating whether the school is a Catholitug use has strong positive effects on the probability that a
school and whether the school is located outside a met{uth uses drugs, drinks, and smokes. As shown, drug use

politan statistical area (MSA). by parents increases the probabilities of drug, alcohol, and
IV. Empirical Results tobacco consumption by their children by 19.4%, 13.2%,
A. OLS and 2SLS Estimation Results and 10.2%, respectivelyGrowing up in a single-parent

family raises substantially both the probability of any form

Table 3 displays OLS estimates of equation (2) for eagf substance abuse and the probability of dropping out of
of the five behavioral outcomes listed in tablé The

“These numbers are roughly consistent with the sociology literature
6 Weighing each observation by the corresponding sample size of edklandel 1980, pp. 245-57) and somewhat higher than those reported by
school yields very similar results. Probit results are also very similar. Case and Katz (1991).
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TaBLE 2.—DescRIPTION OFCONTROL VARIABLES NELS FHRsT FoLLow-upP, 1990

Variable Description Mean
Female 0-1 dummy variable. 0.510
Black 0-1 dummy variable. 0.110
How often parents help with homework 1-4 dummy variable. 1: never; 2: rarely; 3: sometimes; 4: often. 2.332
How often parents attend school meetings 1-3 dummy variable. 1: never; 2: once or twice; 3: more than 1.666
twice.
Parents try to find out how student spend 1-5 dummy variable. 1: don’t know; 2: not at all; 3: just a 3.644
his/her money little; 4: some; 5: a lot.
Parents try to find out where student goes 1-5 dummy variable. 1: don’t know; 2: not at all; 3: just a 4.210
at night little; 4: some; 5: a lot.
Parent with drug problems 0-1 dummy variable that equals 1 if at least one of the parents 0.130
have used drugs during the last two years.
Single-parent family 0-1 dummy variable that equals 1 if at least one of the parents 0.347
live outside home.
At least one of the parents has college 0-1 dummy variable. 0.282
degree
Socioeconomic status Composite based on parent’s education level, parent’s —0.051
occupations and family income (see Rock & Pollak, 1995)
A sibling dropped out in the past 0-1 dummy variable that equals 1 if at least one sibling left 0.143
school before graduation (no siblings 0).
How often parents go to church with 1-4 dummy variable. 1: never; 2: rarely; 3: sometimes; 4: 2.905
student frequently.
Suspension first time caught with:
Drugs 0-1 dummy variable that equals 1 if out-school suspension after 0.702
first time possession of drugs.
Alcohol 0-1 dummy variable that equals 1 if out-school suspension after 0.786
first time possession of alcohol.
Cigarettes 0-1 dummy variable that equals 1 if out-school suspension after 0.450
first time possession of cigarettes.
Expulsion second time caught with:
Drugs 0-1 dummy variable that equals 1 if expulsion after second time 0.773
possession of drugs.
Alcohol 0-1 dummy variable that equals 1 if expulsion after second time 0.647
possession of alcohol.
Cigarettes 0-1 dummy variable that equals 1 if expulsion after second time 0.196
possession of cigarettes.
Catholic school 0-1 dummy variable. 0.065
School located outside MSA 0-1 dummy variable. 0.316

high school. Church attendance by teenagers hinges heafiibm a school where none of his classmates use drugs to
on whether their parents go to church. And whether a siblimgne where half use drugs would increase the probability
drops out of school is a strong predictor of dropping out lthat she will use drugs by approximately thirteen percent-
other family members. age points. Similar experiments would yield increases in

School policies do not affect drug, alcohol, and tobacdbe corresponding probabilities of nine percentage points
consumption. The validity of this result, however, could bfor alcohol consumption, eight percentage points for
guestioned on the basis that there is not enough variatiorcigarette smoking, eleven percentage points for church
the explanatory variables to identify the corresponding cattendance, and eight percentage points for dropping out
efficients. In fact, if all schools suspend first-violators andf school. Moreover, peer-group effects appear to be
expel repeated violators, it will be impossible to identify thearge in comparison to the effects of some of the family
effects of school policies. This criticism does not apply herbackground variables. Thus, moving a student from a
however, because schools do differ widely in their puniseehool at which the dropout rate is 80% to a school with
ment strategies. (See table 2.) Catholic schools havea dropout rate of 50% would completely offset the higher
substantial negative effect on dropping out and drug usesk of dropping out associated with being in a single-
which is a result consistent with the previous findings gfarent family. On the whole, the OLS results of table 3
Evans and Schwab (1995). Curiously, there seems to beteongly suggest that peer influences play a significant
positive connection between attending Catholic schools arale in a variety of youth behaviors ranging from drug
drinking alcohol. consumption to church attendance.

Turning to the peer-group effects, all point estimates As noted earlier, the presence of peer effects opens the
are large, positive, and highly significant. The largestoor to “social multipliers” in that exogenous changes in
peer effect is found for drug use, and the smallest, ysbcioeconomic conditions may have higher effects than
substantial, estimate is found for cigarette smoking. Thikeose implied by the estimated coefficients. Consider the
estimates imply, for example, that moving a teenagéllowing hypothetical example. Two school districts are



SCHOOL-BASED PEER EFFECTS AND JUVENILE BEHAVIOR

263

TABLE 3.—OLS REGRESSIONSRELATING FAMILY AND PEER INFLUENCES TO SocioecoNomic OuTtcoMESs NELS HFRsT FoLLow-up, 1990

®

4)

(®)

(6)

1) 2) Alcohol Cigarette Church Dropping
Explanatory Variable Mean Drug Use Drinking Smoking Attendance Out
Peer-group average 0.254 0.186 0.158 0.218 0.164
(7.17) (5.40) (4.40) (9.12) (5.06)
Female 0.510 —0.002 —0.039 0.042 0.032 0.006
(—0.24) (-3.37) (4.90) (3.50) (1.07)
Black 0.110 —0.056 —0.166 —0.142 0.000 0.016
(—9.10) (-9.10) (-13.22) (0.02) (1.28)
How often parents help with 2.332 -0.024 —0.036 —0.008 0.024 0.001
homework (—4.69) (—5.48) =1.72) (4.70) (0.42)
How often parents attend school 1.666 —-0.019 —0.031 —0.032 0.035 —0.007
meetings (=3.77) (=3.73) (—5.66) (5.52) ¢1.76)
Parents try to find out how student 3.644 -0.017 —0.024 -0.017 0.011 —0.001
spend his/her money (—4.06) (+3.99) (—3.86) (2.40) ¢0.25)
Parents try to find out where 4.210 —0.006 0.001 —0.016 0.009 -0.013
student goes at night (—1.50) (0.15) ¢3.61) (1.76) ¢3.95)
Parent with drug problems 0.130 0.195 0.132 0.102 —0.033 0.001
(12.31) (7.25) (6.76) €2.34) (0.05)
Single-parent family 0.347 0.048 0.066 0.048 -0.022 0.031
(5.11) (5.21) (5.17) €1.99) (4.31)
At least one of the parents has a 0.282 -0.027 —0.065 —0.025 0.016 —0.001
college degree (—2.40) (-3.62) (—2.02) (1.17) ¢0.16)
Socioeconomic status —0.051 0.013 0.052 0.003 0.011 —0.034
(1.71) (4.78) (0.37) (1.17) «5.42)
A sibling dropped out in the past 0.143 0.022 0.022 0.061 —0.067 0.082
(1.70) (1.30) (4.45) {4.38) (6.63)
How often parents go to church 2.905 0.192
with student
(42.55)
Suspension first time caught with:
Drugs 0.702 —0.002
(—0.27)
Alcohol 0.786 —0.015
(—1.13)
Cigarettes 0.450 0.001
(0.15)
Expulsion second time caught with:
Drugs 0.773 0.009
(1.01)
Alcohol 0.647 —0.008
(=0.75)
Cigarettes 0.196 0.020
(1.88)
Catholic school 0.065 —0.023 0.065 0.045 0.067 —0.024
(—2.23) (—2.86) (2.72) (4.22) £3.9)
School located outside MSA 0.316 —0.016 0.026 0.014 0.019 —0.001
(=2.07) (2.13) (1.58) (2.08) -0.11)
Student uses drugs 0.144 0.108
(9.13)
Student drinks alcohol 0.411 0.017
(2.88)
N 7,530 7,504 8,224 8,556 8,785
R2 0.0837 0.0499 0.0564 0.2892 0.0833

t-statistics are in parentheses. Huber-White consistent standard errors were used for calculatitatigtEs. Observation with missing values were dropped from the sample.

identical in all respects but one: in the first district, theo use drug$.We can, in turn, decompose this percentage
fraction of students whose parents have had drug prahto two parts: a direct effect due to the higher probability
lems equals the national average of 13%, whereas in the
second the corresponding fraction is 40%. How does this

difference affect the probability of. sav. drug use for a®For the first school district, the probability of drug use of a typical
b y ol say, g student was computed &= (I — JA) (& + Xp + W¢), where the

typical tenth-grader? A simple calculation shows that fQfeq variables are the estimated coefficiedtsand W are matrices
a class size of 25 students and under the assumption téuataining the covariates evaluated at the sample mean characteristics,

all other independent variables are equal to the natior??P'A is @ matrix with zeros in the main diagonal and 1/24n1# 1),
sewhere. For the second district, we just change the corresponding

averages in both districts, an average tenth-grader in @bﬁjmn of X to incorporate the higher fraction of parents with drug

second district will be 7.1 percentage points more likelyroblems.



264 THE REVIEW OF ECONOMICS AND STATISTICS

TABLE 4.—PEER INFLUENCES AND FAMILY STRUCTURE
(1) (2) 3 4 (5)

Drug Use Alcohol Drinking Cigarette Smoking Church Attendance Dropping Out
Peer-Group Average 0.224 0.197 0.145 0.211 0.106
t-statistics (6.01) (5.02) (4.04) (7.95) (3.504)
Peer-Group Single-Parent Family 0.094 —0.033 0.039 0.025 0.158
t-statistics (1.32) €0.55) —0.68 (0.55) (2.53)
Sample size 7,530 7,504 8,224 8,556 8,775
R? 0.084 0.050 0.056 0.289 0.085

Huber-White consistent standard errors were used for calculatingdtaistics.

of drug use by parents and an indirect effect due to tlseons E-statistics) and tests for the overidentifying restric-

corresponding increase in the proportion of peers usitigns (chi-square statistics). We comfortably reject the null

drugs. For this example, the direct effect amounts to Shypothesis of the absence of collective significance of the

points and the indirect effect to 1.8 points, which entailgstruments. We also fail to reject the overidentifying re-

a multiplier of 1.34. strictions. These results lend some additional credence to
An interesting extension of the results presented in talder choice of instruments.

3 is to test for differential peer effects for students from

different family backgrounds. Some evidence indicates tHat Differential Mobility and the Endogeneity of Peer

children from single-parent homes are more susceptible to Groups

peer influences (Steinberg, 1987). The idea is that peers gai

prominence When family ties are weak and_ adult .rok%at youths do choose their peers; yet it also must recognize
models non-existent. We test this idea by adding an mt?ﬁ'at once the “sphere of interaction” is defined, youth

action term between the peer-group average and ourdum(r:r%ices are greatly constrained. We implicitly assume

for smgle-pa_rent fam_|||es to the previous specification. Tr1ﬁroughout this paper that teenagers enrolled in a particular
results of this exercise are shown in table 4. To conserveh .

space, we present only the coefficient estimates for t Ce ool do not have control over mean peer influences.
P ' P Y amilies, however, have control over their children’s social

peer-group variable and the interaction term. Only for dro roup in general and their schools in particular. This may

ping out of high school do we find some clear evidence th foup : i
. . ve rise to endogeneity problems: parents that place great
peer-group effects are indeed more important among yo . . . )

. ; - ® 7~ emphasis on the education of their children (and the peer
coming from single-parent families. Whereas the eviden

o ;
is ambiguous for drug use, for the other variables pe ffluences to which they are exposed) may devote substan-

. %lal resources—in the form of both time and outright expen-
group effects are not larger for single-parent households

Although the previous results indicate strong family an%ltures—towards their children's education and develop-

. . . ment. To the extent that variation in such parental
peer influences, the sources of bias discussed above must . . . i
; ; ; conscientiousness is unobservable yet correlated with aver-
still be addressed. Recall that the OLS estimates in table : . .
ge peer-group behavior, estimated peer effects will be

are likely to be biased due to both the bidirectionality letased upward®

outcomes and the potential omission of some relevan . I .
. Past research has addressed this endogeneity bias with
school attributes. Table 5 presents the two-stage least- . . .
several alternative methodological designs. Rosenbaum

squares (2SLS) estimates using a set of average backgro . .
o . : 3) uses the Chicago Gatreaux desegregation program
characteristics as instrumefitsor the most part, the point / -~ , ;
. . . in_which poor families were relocated from inner-city
estimates for the personal, family, and school variables are, ,. ) ) : .
e ! . . blic housing to private rental units located either
very similar to the OLS estimates and will not be discuss . ; . . .
ithin the city of Chicago or in the surrounding suburban

further. The 2SLS peer-group effects estimates are similarto o7 :
; ? . . cgmmunities in a somewhat random fashion. Aaronson
the OLS estimates for cigarette smoking, dropping out, a o - P :
95) exploits intersibling variation in neighborhood

drug use, and higher for church attendance and, especi ; - )
for alcohol drinking. On the whole, these results seem F?@frroundmgs for families that change residences. Both
|-

show that simultaneitv problems. if anvthing. bias the est osenbaum and Aaronson find evidence of substantial
: yp ’ ything, heighborhood effects. Evans et al. (1992), using metro-
mates of peer influences downward.

The bottom panel of table 5 presents tests for the coIIeDOI'tan'W'de measures of socioeconomic background

. o : ) . characteristics as instruments for mean school socioeco-
tive significance of the instruments in the first-stage regres- " . gy . ;
nomic characteristics, find that accounting for endoge-

. ) _ _ _ nous sorting eliminates the substantial peer-effect esti-
The instruments used in the preceding analysis are the average across

i's classmates of the two parental-involvement variables and the two

parental control variables, the proportionif classmates whose parents 0 Arguably, endogeneity problems are less serious in this paper than in
have had drug problems and have some college education, and ghevious research because we were able to control for parental involve-
proportion ofi’s classmates who live in single-parent families. ment and control variables that have been customarily omitted in the past.

[&ny empirical analysis of peer influences must recognize
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TABLE 5.—TSLS REGRESSIONSRELATING FAMILY AND PEER INFLUENCES TO SocloecoNomMic OuTcoMes. NELS FRsT FoLLow-up, 1990

(©)] 4 ©) (6)
1) 2) Alcohol Cigarette Church Dropping
Explanatory Variable Mean Drug Use Drinking Smoking Attendance Out
Peer-group average 0.322 0.354 0.156 0.287 0.165
(3.98) (2.73) (1.27) (9.42) (2.30)
Female 0.510 —0.002 —0.037 0.042 0.033 0.007
(—0.22) (-3.18) (4.89) (3.58) (1.20)
Black 0.110 —0.054 —0.153 —0.142 0.001 0.015
(—4.41) (~7.56) (-11.23) (0.05) (1.21)
How often parents help with 2.332 —0.024 —0.035 —0.008 0.025 0.001
homework (—4.74) (—5.24) (=1.71) (4.71) (0.38)
How often parents attend school 1.666 —0.019 —0.031 —0.032 0.035 —0.007
meetings (—=3.75) (+3.89) (+5.59) (5.55) 1.79)
Parents try to find out how student 3.644 -0.017 -0.023 -0.017 0.011 0.000
spend his/her money (—4.07) (—3.81) (—3.84) (2.31) ¢0.14)
Parents try to find out where 4.210 —0.006 0.001 -0.017 0.009 -0.014
student goes at night
(—1.42) (0.13) £3.62) (1.82) ¢4.47)
Parent with drug problems 0.130 0.194 0.130 0.103 —0.033 0.001
(12.27) (7.02) (6.79) €2.33) (0.14)
Single-parent family 0.347 0.047 0.066 0.047 —0.022 0.031
(5.00) (5.22) (5.05) £2.04) (4.25)
At least one of the parents has a 0.282 —0.025 —0.060 —0.025 0.016 —0.001
college degree (—2.26) (~3.29) (~2.00) (1.17) ¢0.07)
Socioeconomic status —0.051 0.012 0.048 0.003 0.011 —0.034
(1.64) (4.33) (0.32) (1.24) «5.22)
A sibling dropped out in the past 0.143 0.021 0.022 0.060 —0.067 0.083
(1.61) (1.29) (4.37) £4.33) (6.65)
How often parents go to church 2.905 0.190
with student (40.96)
Suspension first time caught with:
Drugs 0.702 —0.002
(—0.28)
Alcohol 0.786 —-0.012
(—1.08)
Cigarettes 0.450 0.001
(0.17)
Expulsion second time caught with:
Drugs 0.773 0.008
(1.02)
Alcohol 0.647 —0.005
(—0.51)
Cigarettes 0.196 0.020
(1.83)
Catholic school 0.065 —0.019 0.058 0.044 0.052 —0.025
(—1.89) (2.90) (2.63) (3.32) «3.45)
School located outside MSA 0.316 —0.014 0.024 0.013 0.015 0.000
(—1.68) (2.19) (1.46) (1.74) ~0.08)
Student uses drugs 0.144 0.108
(CHY)
Student drinks alcohol at least 0.411 0.017
monthly (2.92)
N 7,515 7,491 8,203 8,536 8,749
R, 0.083 0.047 0.056 0.288 0.085
F-statistic 143.98 64.36 73.26 1417.06 193.81
chi-square 0.752 2.247 2.461 2.561 0.875
(% upper tail) 0.980 0.690 0.873 0.634 0.972

t-statistics are in parentheses. Huber-White consistent standard errors were used for calculatstgtistees. TheF-Statistic tests the collective significance of the excluded instruments in the first-stage
regressions. Thehi-square statistics test for the overidentifying restrictions.

mates from single-equation models. Recent work kall other youths! Assuming that the correlation between

Rivkin (1997), however, suggests that using metropolimobserved parental heterogeneity and average peer-group

tan-wide aggregate data as instruments exacerbates ratfgdravior is higher for those who have recently moved, we

than reduces specification error. would expect stronger peer-group effect estimates for “mov-
In this paper, we follow an estimation strategy suggested

by Glaeser (1996). We break the sample into tWo groupsi i should be noted that, for most of the students, these two years
youths whose families moved during the last two years aa@hnprise the crucial transition from junior high to high school.
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TABLE 6.—COMPARISON OF PEER INFLUENCES BETWEENLONG-TERM AND SHORT-TERM RESIDENTS

@ @) 4 (5)

1) Alcohol Cigarette Church Dropping
Drug Use Drinking Smoking Attendance Out

Family moved 0.408 0.228 0.114 0.224 0.157
t-statistics 4.47 3.00 1.40 3.89 2.19
Sample size 1034 1039 1129 1153 1247
Family didn’t move 0.233 0.179 0.167 0.220 0.165
t-statistics 6.81 4.90 4.40 8.57 4.70
Sample size 6473 6442 7068 7376 7504
F-stat 5.59 0.48 0.53 <0.01 0.05
p-value 0.02 0.49 0.47 0.95 0.90

Huber-White consistent standard errors were used for calculatingdtagistics.

ers” than for “stayers.” This assumption can be justifiggdeer behavior and the random disturbances) (for all
under two premises: that there are unanticipated changestindents. This may lead us to attribute common behavior
neighborhood (and school) characteristics, and that there aneong youth to peer influences whereas, in truth, students
nonnegligible relocation costs. behave alike because they face a common (unobserved)
Table 6 presents the estimates of peer influences for thetitutional environment.
subsamples of movers and stayers. As shown, for both drug\lthough the instrumental-variable strategy implemented
use and alcohol drinking, the estimates are indeed greasaflier may partially eliminate this problem, some serious
for movers. The estimates for church attendance and drejubts persist as to whether the instruments are uncorrelated
ping out are quite similar for both subsamples, and thgith the omitted school variables. An alternative way to
estimate for cigarette smoking is actually higher for stayergddress this problem is to control for as many school
To test whether the estimates across the two subsamplesciifacteristics as possible. This option is especially attrac-
statistically equivalent, we reestimate the model constraifze in this case because the NELS contains more than 500
ing the peer effects coefficients for movers to the corrgiferent variables describing many school characteristics.
sponding values for stayers. The bottom row of table fys, we expand the specification of equation (2) to include
presents the results of a test of the restrictions. As showhe following school variables: whether students receive
we obtain significantly higher estimates for movers only fQhformation on alcohol and drug abuse, whether students are
drug use. _ o _ _ prohibited from leaving school grounds during school
All'in a_lll,the results ofthl_s exercise yield mixed eV'denCﬁours, whether religious organizations are available in
concerning th? endogeneity of peer groups. Although fQf:hool, whether the school has a dropout prevention pro-
d_rug use we f|_nd peer-group effects estimates to be Sf[aﬂ?ém, whether the school uses parent workshops, whether
tically distinguishable between movers and stayers iNg@ school promotes parental involvement and support,

(rjnanner fcg_nS|s%tent'[hW|tr:henciogeneltty bias, welflnd dno S\ihether parents are notified of students absences, whether
ence of bias for the other four outcomes analyZed. visitors at the school sign in at the school main office,

whether the school is public, the number of full-time science
teachers, and the number of days in the school year.
As noted earlier, omitting relevant school characteristics Table 7 compares the peer-group effect estimates between
may create correlation between our prevalence measurdhsf old and the expanded specifications. As shown, control-
ling for myriad observable school characteristics does not
12 This “mixed” result may reflect that, even if school choice is endogff€Ct the peer-group effects in any substantial way. Al-
enous, peer “quality” is not necessarily so because it will be virtualhough this does not dispel altogether the possibility that
impossible for the parents to control their children’s social group alorgbme unobserved school attributes may play a role, it

several different dimensions (drug use, cigarette smoking, academic . . . . .
performance, religious commitment, and so forth). provides (along with the 2SLS estimates) compelling evi-

C. Omitted School Characteristics

TABLE 7.—ESTIMATES OF PEER INFLUENCES WITH COMPREHENSIVE SCHOOL CHARACTERISTICS

&) 3 (4) ®)

1) Alcohol Cigarette Church Dropping
Drug Use Drinking Smoking Attendance Out

New Controls

oLs 0.240 0.148 0.128 0.213 0.175
t-statistic (6.01) (3.65) (3.05) (7.32) (3.45)
Previous Results

OoLS 0.254 0.186 0.158 0.218 0.164
t-statistic (7.17) (5.40) (4.40) (9.12) (5.06)

Huber-White consistent standard errors were used for calculatingdtatistics.
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TABLE 8.—ALTERNATIVE MEASURES OFPEER INFLUENCES GLAESER ET AL. preted as an index of social interactiddd his index can be
(1996) METHODOLOGY used to assess the extent to which social interactions vary

Variab 1(1) v @ | c(13) L (54) , ~across social outcomes. Interestingly, the results are roughly
anable y —y)  Variance Index naex consistent with our previous estimates in that we find high
Elrughulsg_ y g-zljf 8f75()2 12532 117821 peer influences for drug use and church attendance, and
conol drinking . . . . H H H H
Cigarrete smoking 0.146 0.952 173 161 relatlyely lower peer influences for cigarette smoking and
Church attendance 0.237 0.552 2.33 1.33 dropping out. (See table 3.)
Dropping out 0.095 0.183 1.92 1.48 The last column of table 8 presents a second index of
Sample weights were used in all the calculations. The varianeesafias defined as social interactions. Here we allow for the presence of
3 (y, — YN, . .
Variances Y-y relevant differences across schools. To do this, we orthogo-
# of schools nalizedws with respect to both school attributes and average

socioeconomic characteristics of the school’s student body.
(See Glaeser et al. (1996, pp. 526-530) for a detailed

dence that the peer-group effect estimates are not maifiplanation.) The results are qualitatively the same as be-
driven by unobserved school attributes. fore with one exception: the implied level of interactions is
relatively lower for church attendance this time around.

The values of the variance index—although consistent
with the presence of social interactions—are much lower

In the previous section, we present parametric estimathan a similar set of values reported by Glaeser et al. (1996)
of peer-group effects at the school level. Here, we step baaktheir study of crime and social interactions at the city
from the empirical model defined in equation (1) and (2gvel. This result is a bit puzzling, because we shouldn't
and provide a simple nonparametric test of sociaéxpect large differences in the degree of social interactions
interaction effects. As shown in figure 1, there are sizabb@tween criminal activities and the activities studied here. If
differences in prevalence rates across schools for the five use the total number of students in the school instead of
behavioral outcomes under scrutiny. This variation stertise observed samples when computing the indices, we get
from differences in the socioeconomic backgrounds of sthigher values but still much lower than the crime indices.
dents, differences in school attributes, random variation, angé believe that this discrepancy casts serious doubts on the
social interactions. A simple test of social-interaction effectsructural interpretation of the variance indices put forward
is to ask whether the observed variation in prevalence ratgsGlaeser et al. (1996, p. 537).
across schools is consistent with the absence of socialfo sum up, there appears to be, for all five variables under
interactions or, in other words, whether this variation rexnalysis, greater variability across schools than would be
veals the presence of positive covariances among individixpected in the absence of social interactions. As long as
al's outcomes. (See Glaeser et al. (1996) for a detailede is willing to accept that unobservables do not play a
description of this approach.) crucial role, this can be interpreted as evidence in favor of

We begin the analysis by defining the variable, = peer-group effects. Needless to say, the latter assumption is
(ys — ¥)VNs, whereys is the proportion of students atcrucial and may well prompt the skeptical reader to dismiss
schools involved in, say, drug usegj is the average of the evidence. Durlauf (1997) has made the point that, “one’s
across all individuals in the sample, ahd is the sample prior beliefs, if strongly enough predisposed against the
size. Next, we assume (temporarily) that there are neithgiportance of group effects, may be unaffected by the
social interactions nor relevant socioeconomic differencasailable evidence” (p. 14).
across schools. Under these assumptions, an obvious esti-
mate of the variance afis across schools ig(1 — y). If
there are social interactions, the covariances across individ- VI. Conclusions

uals are not zero and the variancenqfwill be greater than . . . : :
(1 — ¥). Thus, a comparison betwegtil — y) and the Spatially mediated interactions are an important part of

. . L2 modern economics from growth theory to labor economics.
actual variance ofvs should provide some indication of the g y

dearee of social interactions. Obviously. a more aceur As important as the recognition that space matters is the
gree. i o Y, .teecognition that the relevant sphere of interaction varies
comparison would first adjust for school heterogenei

along two dimensions: school attributes and socioecono |ith the problem at hand. Thus, cities are, arguably, the
chargcteristics of the échool’s student bod nASpropria‘[e units to study the transfer of knowledge among
o oody. : roductive units (Lucas, 1988). Neighborhoods, for their

Table 8 presents two indices of social interactions bas

on the observed dispersion across schools of the five v i1, have been shown to play a prominent role in the
disper : . Ecumulation of human capital (Borjas, 1995; Kremer,
ables under consideration. The first column gives the value

of y(1 — y) and the second the actual variance. (The sampl
y( Y) ( P %A value of 1.14 will be sufficient to reject the hypothesis that the

comprises 928 SChOF’lS-) The thir_d column gives the ra’FiO QJserved variance equalél — y) at the 1% level. (This test is based on
column 2 and 1, which, as mentioned before, can be intarehi-square distribution with 928 degrees of freedom.)

V. A Nonparametric Test of Peer-Group Effects
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1997). Here, we have attempted to show that schools céwwlauf, S., “The Membership Theory of Inequality: Ideas and Implica-

stitute the relevant spheres of interaction to study the acgu. ns, sana F:n'gsgtuéim;'giﬂg\ﬂ%ﬁi'ﬂ23‘25624(73r(ollfsgfects_ A

mulation of social capital among teenagers. _ Study of Teenage BehaviorJournal of Political EconomyL00:5
Lucas (1988) has argued that human capital should be (1992), 966-991.

understood “as a force, not directly observable, that wans, W. and R. Schwab, ‘Finishing tigh SCh%O' and Starting College:
. . e . o Catholic Schools Make a Difference@uarterly Journal o
postulate in order to account in a unified way for certain g o mics110:4 (1995), 941-974.

things we can observe” (p. 35). Lucas has also pointed @@limer, H., “Random Economics with Many Interacting Agentdgur-
that the large body of empirical research on human capital nal of Mathematical Economick:1 (1974), 51-62.

; ; ; eser, E. L., “Discussion to ‘Spatial Effects upon Employment Out-
(now spanning more than thirty years) is what enables usb' comes: The Case of new Jersey Teenagers’ by O'Reagan, K., and

“see” human capital, so to speak. Sim_ilarly, social capital 3 Quigley,” New England Economic Review: Federal Reserve
can be thought of as a useful abstraction that allows us to  Bank of Bostor{(May/June 1996), 58-64.

explain certain phenomena in a unified way. But if we are fejaeser, E., B. Sacerdote, and J. Scheinkman, “Crime and Social Interac-

. . . . tions,” Quarterly Journal of Economic§11:2 (1996), 507-548.
see social capltal (that is, if we are to have somethlng mqjigveman, R., and B. Wolfe, “The Determinants of Children’s Attain-

concrete than a handy metaphor), we will need a larger body  ments: A Review of Methods and Findingsidurnal of Economic
of empirical research than what is available today. Literature 32 (1995), 1829-1878.

St ; ; ncks, C., and S. Mayer, “The Social Consequences of Growing Up in a
Optimistically, this paper has contributed to a bettef Poor Neighborhood: A Review” (pp. 111-187) in M. McGeary and

visualization of the_ by_ now diffuse picture of sqcial capital. L. Lynn (Eds.),Concentrated Urban Poverty in Ameri¢sVash-
We show that social interactions play a prominent role on ington, D.C.: National Academy, 1990).

drug use, alcohol drinking, cigarette smoking, church atteﬁandeke?/iei'b ;'2,2“30%2% '?fé%'g;‘gzggh;gi;f among Youth&hnual
dance, and dropping out. Undoubtedly, the issues reg""lrdmgmer, M., “How Much Does So?ting Increése InequalityQuarterly

the accumulation and depreciation of social capital are sure  Journal of Economic412:1 (1997), 115-139.

to remain a fertile ground for future research. Lucas, R. E., “On the Mechanics of Economic Developmehdgirnal of
Monetary Economicg2:1 (1988), 2—42.
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